NGBS RE: Rl SEXSRITEF




>ER—: BRIEBIEE (AE)
>R BEVFER (AR)
>ENZ=: wiDE-RoasRi



RAERE: AR S BRI

> %E. ETXIxBIFTAR (Shallow, Context-Independent Representations)
»Word2Vec, GloVe FiaiRAFAR, —MAXN—EE [ E
> T R R —17) %% X [aljR (53R "bank" ££ "river bank" vs "investment bank" # & X AN[E])
PIRBINFEFIRFE IIEEFIEN, MERT

> SHESEFEFREHURINEE KFh (Heavy Reliance on Task-Specific Labeled Data)
>BANTHES (BRESH. THRIRAEF) BEE— NI ALINZGRRE (40 LSTM, GRU)
>IRBTHEW FIEFAISREELHEX AP ESHBEAES MR,

»EERHE—TERE. REMESAIRER, BT ERE LML, RiE
RIRT BRI ZF T IHES?
>3tk FKNLPSUEAY “ImageNetht%l)”



illZk (Pre-training) & {3 (Fine-tuning) 3\

> LR ERBYIEAE, RAMHT TNLPESBIHITAR
> TN M ES (Pre-training Phase)
>»Bir: FIBAMES R
>HIE: BELREXAR (WEERR. BE. WR)
> Bt —FhE BB (Self-supervised Learning) 1%, itEEIMNBIEB SH ]
> —NMNEETEEITE. B MR IRARE HENEZE —TFNNKIESIRE (PLM)
> WOAMER (Fine-tuning Phase)
>Bir: EEHFER TIFES
>EE: LEMESHEXRIRIHE (WHERRZRNITER)
>R EINGEREREM L, AmM—1)NES K (Task-specific Head), HRESHIEH
ITIRERRINEE
>R RMKRMIEA T MR BIRNRFMZLEE



RiEA: Transformer 5EFENHLE

> TransformerZERIHIN, =SEIMAMABETIIZ K AT BERI K
>0 8IF: BIEENHLE (Self-Attention)
>R T RNNRITBIRGE.
> AFHFREMATITE— N MRESN E TR R, NERIFTEIEEMENSRE
>NTizil: Attention(Q, K, V) = softmax(QKAT / sqrt(d_k))V
>RV E MM
>HATITERE N HIRIBERFIES, FrEIRTAITER R #HIT, KR TINESE,
>KEERBERE: EERAMIERNEEKER O(), sgta3UBiRIZE ErIE X K.
> AJ3 B (Scalability): S INZIBEHECEZRN T SHRIERIRE K AN,
>2518: Transformer & EHFNE G E X AP E ZAIRIEH T SEE AV ZRFE K



=RERFTIMNZRER

> E T Transformer, RFFUNFESFARWEFERNARE, FBUH=ZXKERER. B
HIRITTEFRE T HEEaF
> B 4mADIERY (Auto-Encoding Models)
> B R0 (To Understand)
>X#F*: BERT
> B [EJIHEEY (Auto-Regressive Models)
>HE: E %L (To Generate)
>X3k: GPT
> YRRD 22 -fRRL 25458 (Encoder-Decoder Models)
> BEiZE%D (To Transform)
>{X%F%k: T5, BART



SERN—: BmRSIRE! (AE)



a5 RIS S £ 3 s

>IESHRAFREETEEASRE XS (Ambiguity)
>»—NMLIZEIEE, BEE— M TEENAF, HEXHERAHERN. WENBEHRENE

AEHEEAH LT (Context) H#gznzs “#B1E” 1 “HE” HY

PEREMEAMNLETY, BFNEETAEMET (B30 AN LET (F30)
>EM ETREERMAEER
>HAM_ ETXNZERE. {EIEMES

>R —7, #SSBENEENERENIMREEZETERIR. XEEMBESERES
(Natural Language Understanding, NLU) MEIlifEIR A $kEx



BIBERTEHXBEE: ETXFRERH “HEIME" M

>B#751A[E1 2 (Word2Vec, GloVe)
> E T TIER. it “bank’BIAE “river bank’ B E “investment bank’®, HEE#HEE
EH, XMIRAETEBIGENFESHE
> o) ERRE (AN EEERILSTM, GPT-1)
>EMNETNSFR—NMEAR, ReEfAREN (FE) 8. XXMTERESIEARN, B
MNTIBBESNIME T —EHNXBEE. —MINBHENFEFHEELARNAEBELREIRE
>R ENEEE (ELMo, Bi-LSTM)
»ELMo@ 3 I N ZE— PN BIRILSTMFI— NS EILSTM, AR ENINRRIRESHHERX, AE
MAER ETXHEXARR. EFEIMNEEERERIERESET “HE” £—&. XEKE,
A ET i imal E TXHRR (RZTFR) X—REXEWZRET



B4M1RE (AE): WIEAiERIERE

>0 EIE: BEBIAEAXE, NEREREIR, AMFEIRENLETXRTR
> Ktk
>EMETER: ENESERE—RALEAMONRALRE, HELHHIESZRIE
PIBEETEHFER: BEKRRIE, FEXNES HWERAIIER

SEENGHERR: £RXTBERIESIER (NLU) ESHME. RERMES N E L TCA4F
EFR7R

10



AERLHLE: #EILiESHEE! (Masked Language Model)

>{XRXIEA: BERT (Bidirectional Encoder Representations from Transformers)

> AT KIAREN @I EER, BERTARERESH “FUll T—1Ma" s H=EE8ES,
EAXSA ARSI ANRRMY. MREREFINEFTNHIRARE, EZHTEEL
=X . BERTHIEZIA ALLEIT T AN B IR EES

>FEBRN: #EIBIES1EE! (Masked Language Model, MLM)

>FERfEMr: T—a) M (Next Sentence Prediction, NSP)

>Z8%):  {N4mASEE (Encoder-Only)

11



%Eﬁﬁdﬁ C *ﬁ'ﬁgln =] *ﬁﬂ.

>IN FEHVEMAN G T 415%K91F7T (Token) E#H—PN455H) [MASK] FRid
» The quick [MASK] fox jumps over the lazy dog.
> IS 5RE (80-10-108M): 3 TFiX 15%4 EFAYIATT:
>80% BIHER, A—M4F5EEY [MASK] #Ri2BH#E. (fl: the quick [MASK] fox)
>10% BUEER, A— P BEHEIEMIRTERE. (fl: the quick apple fox)
>10% BIEER, RIFEHEAT. (f: the quick brown fox)

>»BiR: NEGERE, FEHNFA [MASK] (L E&ZRBERSS h_[MASK], RkiME
AT ("brown"),

> EFUN [MASK] B, #=BIAT U TC R im el A MAE MBI ERE £ T3, Eitk2MN(a]
(Bidirectional) H.,

12



FEEr: T—a7M(NSP)

> T1ERTE:
>EREAR: NEGR, MABENEFX (A, B) #K.
>50% BHEE, BREAZERBIENPIHEST—a (Fr%: IsNext) .
>50% BVEEE, BRIBRIEPHAIMEE—1aF (Jr%: NotNext) .
>N E s R EETUNBREE RANESI T—1a]. XNFUNESS BN FFIF LAV 5k iR
it [CLS] By e &4 H R FERK -
>RSI REVIERLYT, BEEMAR (AIRoBERTa, ALBERT) %IINSP
EFHRELTEHR, FERAEESHEFIFAFENEDREXEMIERIERNZLE
K&, EEFREXMRESEEEZMW. Fitt, FZERNBHEIER BT SH T
NSP{E£%.

13



BERT #5155 &4 (MLM)

>BERT R {# i Transformerfy 474 25
>— N EAIFBERT-BasetR B A1 & 12 B 47588, BERT-Largel|B524/Z.
> BN NIRITT IR = 3B 43 AE AN T AR
>R TTER N (Token Embeddings): 1Rt A SR LR P HIEE
> B ER R\ (Segment Embeddings): BT [X 48] F*%p 4 FAFIG) FB
> E# (Position Embeddings): A FEMREREBIRTEFINFTHNUEES, BEX
TransformerZx 5 4~ B & F 51 B9 &
>R MIAZIN I [CLS] Sentence A [SEP] Sentence B [SEP]

14



BERTHIM4E 4544

>5eelTransformerfiZgigss (Encoder) RIREZEMAL

BERT ZWI5R1d: miS=SiHS

Transformer Encoder &1k

BABHER (LT A B #3158 (BERT): iSIBE SRR (MLM)
¢ Add & Layer Norm «-«——— fiiﬂﬂ[hiﬁifg\ﬂ,;ﬂfﬁéiﬂ
l it ER SRR
Encoder N (N=12 or 24) * :
: h The h_quick h_[mask] h_fox
BUIRREE M4 !
? RUTRAREE W4 ez | ? ? ? ?
!
I
¢ ¢ : BERT Encoder (JX[@Transformer)
I
e
Encoder 2 : Add & Layer Norm 1 T T T T
I
i | *
o The quick [MASK] fox
| R ZLEERN
Encoder 1 : .
I
I
I

I S— |

HINBRAN (Token + Position + Segment)
15



THHES R (Fine-tuning for Downstream Tasks)

> 1200 B EFUNGIFRIBERTERE 2 E, RmM—1M S EEM, BEEREVE
LHIMEE (Rl “{E£5%3K” , Task-specific Head) , RAEEISEEESHNEREH
B EXENMRE (BN Z2ESL) #HiTinElimEIZk

________________________________________

i 1 ] 1
! a) T % o b) BBUIRE (NER) i c) BN
l o |
| s3ke8 | % syskes StartEnd TS
h_[CLS] h_1 h 2 h_N
A A A A
BERTHIH AV E T BHNIRTER R

FilllZReFRIBERTIREL (SEISHEKAIRIR)

16



AE: iE 5 KRR

>
> AKBINLUEBES]: BHTHENEME, EEFEREIEREMRNES LRI S
>N BFRRSE. wREMIRA (NER). A1 FXEFIET (NLI). BE (QA)
> FiR
>AERER: TINGESZSRETEFAR—TTERNAER:R. HEMGENARBBENE
R, FREFFRLFMEEH
> TINZ- W EE R [MASK] #RICETNINZE 77, (BEREFMEEFNAEFE, B TIIZGFE
M BRI A —E
>BERTZRENCFRRIHACE, BHAEELMo GXEMNE) FGPT-1 (#E) KEEE
F, BEMLM{ESFTransformermftss, NG ERP KR THNSE, B
IEFB TNLPH) “FTuilZ-#iA” SeiFHK. EEG— I BmAFIEREEE, AT
ESIRESRENE XN R

17



SEN=": H[EJ3RE (AR)



WMAIE S BEITAVRBIRERSER?

> fETransformerB X Z g, 1IBSE£HRTFERIGRH KA
> BRI ETXKHi. Lin-gramiZBU AR RIE S SR E, HizOBfaETS/RATXEILE,
To AR E IR X B KK S K
>FIHERNNESHEER. BIABRENERETARESLE S TR KT 2
>HEGRFI T ERNFEEME AT AR GFHITRIEHITIIZ, M™ERS TR RaE
>KFI T EREFEERGEEHEANRIERRE, FEEREILF I EIEEBKESMNREBIXR,
>Etk, BEVFFIIGER (UGPTARER) M LB
>E—A R ReBiHIRKESKBBERIES £
> TN T—ME)” S EEXEE AR E#HITIIEG, NTHSESHNIEEEW. B KR T)
ZEESHRMIR, AUE— N E—BUREBRZ ML
>HARESRZE, FMESESTBATUHEFEXA—NERES, BEREEACRHN “RR7
(Prompt) , #REIsiEeERHENE “BR”

19



B [E)31=E (AR): B EIRFIERE

>7|‘2'<'L‘:E53r§ FIREFENER AT, RE\EEERK LI, FUNT—NRAIEERIETT
TR EE
>ESI$9,L 53 (Story Writer): 48— M3k, BReFIAZXAIME{EHERNEEAS
»IBEE SR (Language Oracle): JKIZEFUN “ETRELEHA
>t BiR: BERNAMEKSHESIMP(Xy, ... Xy) » FEBRA—TERIBERIES
B (NLG) 5|

20



ARZILHLEI: EIRIESHRE! (Causal Language Model)

>MIN: The quick brown fox
>BFr: EENEESt, RERBIIERNFESX,, ..., X KN x,
HEER: BEAEEZXENEFERAERBE (Causal Mask), #ERAEFTUNAME t B, REEiA

o]t REZBMAE. [E2REEE (Unidirectional) A4

>BiR: XTERTMEATERRIF X = (xq, x5, ..., x7) BB EHER
»P(X) = P(x1) - P(xz]x1) - P(x3]x1,%2) =+ P(xp| ¥y, oo, X7—1) = [Tf=1 P(Xelxce)
>EAEWECE, BT —FRY “FTUNT—ME" BEHHER P
>»BEVAERMEIRES, REFI—MERWERY, KEHMEEXNFERE P(x|x,)

21



ZRIGLI: TransformerfZiBsiSERBEE

> B EYIEE (ANGPT) (VKM TransformerZBi#pifRmLEE SRSy, HZOWFIEERH
7EE 1 (Causal Self-Attention) , BI#MEEE (Masked Self-Attention)
> “INEEMIEAREK” BYXHE
PIEBEET: ERREREENF, —MAx (Query) S5FIIFERBHEHMIFEIIT (Keys)
WEIENSH, NMBEESENFIIWER
>SINEREE. EERBZFENF, TEIFENSEIER Scores = QKT 2/, SNA—
=AM, ZEEMEEERE > I U E (BIRERMAE) o BEEA— M RAKRIE
>Softmax®iifz . HITIX N HEIEEY 53 803E FE M A Softmax ek 2R, ARLEHIZE R -~ N ER
FEINESTAO
>IRRITESE | MIERE L RRE, RREREXRFENE1RFE I MIENER, ™
SEETERBEMAREK (i+1 K2fE) BESR, MNMEgRIE T BEVARE RS ER

22



3R BiEE S#HLH E %

1. WA

X

EEE;¥= (Causal Self-Attention) T{ER

2. HEFEE NP E (QKT) 3. Rl RR 4. Softmax & #itH
k ko ks
q s s s S -00 -00 h J
| Siu| Siz0 i3 7
pIq Sz 22| 23 y oz 7% > h,
3 %31 32 933 S31 %32 %33
h 4

h: = f(x1) (RIKHFHTF x1)

h, = f(x1, X2) (KFTF x4 F x2)

hs = f(X1, X2, X3) (HKEGTF X1, X2, F X3)

FEFNES | AMERYEIE hi B, RELTSEREBUHAIARKETT ( > 1) BER

23



TSRS 75 IR

2% (Pre-training) P&

1A7T "cat” & 3
> U H TR S MR EANFET LT ER il 1l

S

2. N TransformerfiZi3 282 (ENB)

fligritEiitE (FHTRR) v

Causal Multi-Head Self-Attention

Add
FHTIHE) N

. . Layer Norm
TEFS Transformer PRI 5 |
X1, Xa, ***, X1 Decoder hy. hy, -+, by

Feed-Forward Network

\ /
hN 7 Add
\\ ~~~~~ ”

FHTHEMEAIERNRK (Loss) Layer Norm .
)‘Hhtj{’mim”X(+1 ht (flnal)
3. i SRKITEE i

Linear Layer (to Vocab)

v

Softmax

+ P (Xt+1 ‘ X<t) 24



mATRTE (Input Representation)

> 471Al8% (Tokenizer)
>ER: BIRESTAFERE (A0 "thinking machines") #1493 k—Z&%IE9iA5T (Tokens)
>HLE]: IR AAER JL &K Fi7 (Subword) 4iAl&E%, IBPE (Byte-Pair Encoding)
>#X A2 (Embedding Layer): 14 E=#8Y17 7t IDERGT AEER . AZREE
>1a Tt R N\ (Token Embedding)
>\ & f#x A\ (Positional Embedding)
> BRI EIE x = Token Embedding + Positional Embedding

25



ZILTTE 5

> N N2 EERfRIZEEE (Decoder Layer) #EEMAK. HIEEGLZET—F, HETR
SWIH—DIRE, TEEMMRF LT OEH

>FE1: BR%ZkBEE 7 (Causal Multi-Head Self-Attention)
>IRRIERR F R WD . BiLEMMATEES ‘ER” AMBAEFEFAERTNER

>FE2: RN ERIIRML (Position-wise Feed-Forward Network, FFN)
>FENST EMIERREHITRIMIIA, FELMERREMT

>EEHS: REEE (AdD) & BJA—% (Norm) NFE GEEHNEMFENE) ## 6
Hir— Add & Norm Z5#
>REERE BTFEHEA x BEEMEFERHE SublLayer(x) £, Bl x + SubLayer(x)
>BA—k: EMER, BIOEMBEEEHTA—K, FEHNER, FER

26



Wb SmETEE

> a5 =8k (Language Model Head):

SIS RARBREARSEE h t (HEJH d model) ## A% T—MATAITN.
>R ER 3

S B LTS

27



HEXE /4 BY (Inference/Generation) P28 4244

>ABRITERVAEN, BEEIMERE RS BRFETCA

T ERE (BRTREEER)

t=1,2,3 ..

> WA SRIFS

7 X1, 75 Xt

/
’ i
/

/ Transformer Decoder

'\\ Y= FIFE KV 215)
\
\ Il
\
N \
S~ REHSEIT— AN
- Xis1

28



> #eia: M— 1M ¥1iEevEER (Prompt) F%IH A
»IER
> BHAIFIMARE, RERE—TMIENMERT
>Rz FRmBE— Mk ESoftmaxiR #, BRIBMPLER EXTT—MATHEE S
> Mz PRE—NET. RERBEXEE, ERNE
»Greedy Search: E2IEZFMERSHIE. ZSHEE, ZK
>Top-k Sampling: FE#LER RSBk MR IR SR A ITRAE . EMBHEM
>Nucleus (Top-p) Sampling: 7£ 2% 81 BEpHI s/ M EPHITRRE . T FRIFREKRN, 2
B e& E R REE
> [FIRAERIRTTEMEFSIRE
>EEIITIE, BEFEMRERIFICSIAEIHEAKE

29



AR: i 5 KR

>
> AKHINLGEES]: TEAMACAER. iE. BIEFEESLERILEE.
> FTR3CE S (In-context Learning): KMEARRR R H IR ARIEGE S, TERARNARE R
(Prompt) SER1ES -

> bR -
>IEFMAINLURR: BERIFEERRETENENF ETXRUREER, ANLUES EXA
S5 FAEFREY,

>R T mZE (Exposure Bias): MIZEHEMESIHRE, HIERKBBESEM, TRESEERRER.

30



SBER=: mioer-FDanRE




MBELANRIR

»BERT (Encoder-only)
>EEE “IERE” , ERAMAFRIFHERENERTR, BEASTEZERHNFFIRINLE.
EREFIET— Al FHFALF, BELREk

»GPT (Decoder-only)
>EAH “EE” , EAUERERNXA. BEAESeq2SeqfEHAT, EFRIIRBEERAE
TR FLRY “tE7R(Prompt)’. R THEBELEEADVG], EEERBERITAT, JTARSLEHH.
SEEREMBENENEFS, XRHTEMNEFIEENFREEMFIAR, S5EMEXRE (&
WmED) ZENER (EEEY)
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Ut 28 -fRI52E (Seq2Seq): FHlfE#k

0B FEAEFMARMM S, KRA— 1IN amEREREIMAFRY, BA—
B B3RS 54 B B irF5

> B kLt
>E\EIFERK (Professional Translator): Fc5E22 [#iEHIBMFIES AT (%WH8) , REERPF
BRIMRIEN, REABmRESRgthRAL K (6#5)

> B AERRIB A F52IF5 (Sequence-to-Sequence) {EFHI5E K HESS

33



Seq2SeqtZ Ll : RIS -BRNBRE5RXEN IR

>Z2K): SEEEmTransformer, €& 4525 (Encoder) Fnfi#f5325 (Decoder),
>ERMR:
> 4wt es: STRFFIHFHITRERE, EH—EE S ETXAIFRT memory.
> iRIEES: AE N EIRFIIN S MATE, SPITRMHEEN:
> B FE 7 (Self-Attention): K FEEKRAIBRFFIERS (@) .
>3 X EE 7 (Cross-Attention): & ZmfLzs#iHBI 238 memory, XX, BiLiFilssEE—SEHIE
TENEFIER.
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>T5Z844, Pre-LN

#%7328 (Encoder)

c

S

Encoder Layer (1 of N)
Dt—

!

Feed Forward Network

f

Layer Normalization

—

Ce—
|

Multi-Head Self-Attention

T

Layer Normalization

Source Sequence Embeddings

f Output Probalilit

Linear & Softmax

!

Final Layer Normalization

Decoder Layer (1 of N)

f

Feed Forward Network

!

Layer Normalization

!

K V

Multi-Head Cross-Attention
(to every Decoder Layer)

C *
Q Layer Normalization
[

Masked Multi-Head Self-Attn

f

Layer Normalization

F

ies

{328 (Decoder)

Autoregressive
Feedback Loop

N

Target Sequence Embeddings
(Shifted Right)

-
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Sttt : TransformerZ2is

> Post-LN

#71328 (Encoder)

9

Encoder Layer (1 of

Layer Normalization

!

De—

f

Feed Forward Network

K Vv

(to every Decoder Layer)

—

Layer Normalization

|

O]

T

Multi-Head Self-Attention

Source Sequence Embeddings

————® Multi-Head Cross-Attention

Q

#1338 (Decoder)

Linear & Softmax

Decoder Layer

Layer Normalization

A

T
Feed Forward Network

y

Layer Normalization

i

.

4

Layer Normalization

Masked Multi-Head Self-Attn

Target Sequence Embeddings
(Shifted Right)

1 0fN)

Autoregressive
Feedback Loop
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Seq2Seq: Mgk, MEBSKIR

> TR IES (ZHEL):
>T5 (Text-to-Text Transfer Transformer): T BANLPIES Si— R “XAZIXA” HIETEN.
»>BART: X £ B 4588 (Denoising Autoencoder) B8, X} /RGHITE MR, AGEIHES
SEE MR B R 3L

>
PEBARFHEREEN: EREMAFHTERBFREES LESOTA,
>R HLEEENE. XAWHE. MEEMK.

> FbR :
PIRBSAENMSHEKXN: FNESHELRMELSR, TEREAES.
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l%‘g:él: 5 l%‘%
> R/A&

% B4 (AE) BES (AR) YRS —RRIERE (Seq2Seq)
i BR45 Encoder—Only Decoder—Only Encoder—Decoder

BEER X [E] BmE (ER) UREDEE W], FRADES ()
TSRS BIEESEE (MLM) ERIESEE (CLM) AW/ XAKRETAK

witEE 1% (Understand) 4 (Generate) 2% (Transform)

B NLUES (432, NER) NLGES (BfE, xfi&®) Seq2Seqff % (HHiF, W)
KR=E BERT, RoBERTa GPT#%!, LLaMA T5, BART, mBART
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HEFIEEE (1): SERFBRAVERHIL

> SRR IR 53 R IE R TS A ABALERS
>Decoder-Onlyt=R8UEY “JBIL” NLUEE S
> 1812384 M8 (Instruction Tuning) A1 % $% (Chain-of-Thought) Prompting, X#RAJARIE
Al (4NGPT-3.5/4) T8 ZHINLUFNHIE(E S Ethge R &
PEMNARBEEEITN “RR7 REBREE, MEFSTHELTXH “E7 —MHEEEREXR
REER
> 15+
»BERT (AE): E#:7Z[CLS|[a1E L1 m 2k, FlmiERR
»GPT (AR): @13 Prompt Review: "This movie was great!" Sentiment: Positive. Review: "I hated this
film." Sentiment:, HRBLEE H Negative

>R AUARANNGR T AR AE—E 2B L IRAN A LR R SR i =)
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HAMERE (2): G—RIEE SRR

> % —Hy#8%8 (The Unification Trend):
>T5R) “XAZEINCA” #ERIRERREY, ERTERMEESSE—2—MEBREOTRA M.
>IALLM (ZAGPT-4, Gemini) @i S&—mIIR OB SFES, AR LEE2XFHBENLE
1A,

> ZE Pk (The Efficiency Challenge):
> Transformerfd B FENHLHEIRE B O(n2) Bt EMRAFEZRE, MALIEIIARRIHRI.
>R S BHIEMGEEHLE (Efficient Transformers), S&EIGE ZEFKE O(n).
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IR R Hit K
NGBS BB R Rt 2 55

FlSESIRBEMIRER: WHZ

L TXTXREFT
Word2Vec / GloVe

x

iZB LT3 (RNN-based)
CoVe / ELMo

L

RE L TXZETR (Transformer B3{X)

w - w
TREDIERE (AE) SR (AR) FFHUEEIR (Seq2Seq)
BERT (Encoder-Only) GPT (Decoder-Only) Original Transformer
PUHRYAEREEY KHUEARIREY FilllgrSeq2SeqtRBY
RoBERTa, ALBERT GPT-2/3/4, LLaMA T5, BART, mBART
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BESRE

»ZAIRHE: AE, AR, 1 Seq2Seq =i XA EI% 1T BFraUIE, NEFEEEIMS,
RERBEEHED=.

>uﬁ%%£ RESH., M\EMTEENEXIEH, 2FEH “BIEEN" FHED)
SR & HIRZDIREN 7.

> AREKFE:

>EIES: BXA, B FEFEEMEIE—RTTE.

PWE. FRERBHIRETransformerg) E =338 .

>AEM X ANERBEAE AR ETE, 7, HS5ALMEUIISF (Alignment).
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